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Abstract

     In this research report we describe a JavaTM based implementation of a molecular modeling method.  Reasonable starting structures for any complex assembly of molecules is generated by adopting internal coordinates based representation. Modules are being included for the rapid generation of biopolymers like proteins and nucleic acids from a specification of sequences. The total nonbonded potential energy of the generated molecular system can be evaluated using well-known formulae including dispersion energy terms that include valence electron polarizabilities. The whole system is allowed to dynamically seek preferred states of energy using the Monte Carlo simulation method. This method is being advanced as a theoretical alternative to the on-going exciting experimental research on protein aggregates. This goal necessitates a massive computational resource, which is sought to be achieved through a collaborative distributed computing framework. A demonstration of the software and some results on interaction among ribosomal proteins will be presented.
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1. Introduction

     Nearly two decades ago one of us had developed a computer technique [1-3] based on the theoretical formulas of Pullman and coworkers [4] and Rein and coworkers [5-7] for the realistic modeling of complex molecular systems consisting of solutes, solvents, ions, etc. While earlier studies were mostly restricted to the study of single molecular entities (“solutes”), or pure solvents (e.g., water, CCl4, etc.), the hallmark of our method was the composite consideration of the likely real milieu of a molecular system in a natural or biological environment. Thermodynamic/ statistical mechanical properties of the molecular systems studied were simulated using the Monte Carlo algorithm of Metropolis, et al. [8]. Generation of sufficient statistic was considered feasible only for homogeneous systems of small molecules (e.g., water) and that too using simple potential functions for the evaluation of inter-molecular energy.

     Use of sophisticated potential functions including valence electronic polarizabilities was found to be important [9] for the correct simulation of nonadditivity observed in water. However, extension of the Monte Carlo simulation methods to include complex molecular assemblies and sophisticated potential functions enforced severe limitations on the number of cycles of simulation (or the actual time span of the dynamics that was being simulated). We called our method Short sequence Monte Carlo Simulations, and found that they were still valuable if combined with boundary conditions (starting configu-rations and conformations) that were based on known experimental facts and intuitively worked out to suit the problem being studied. Similar methods developed in other laboratories became quite popular in the field of macro molecular crystallography and structural molecular biology under the name of Simulated Annealing.

     In the intervening period since these early studies and now, unprecedented progress has occurred in the field of experimental molecular biology. The entire genomes of several species (including the human) have been decoded ahead of anticipated schedules; synthesis of any desired sequence of proteins and nucleic acids have become fairly routine in appropriately equipped laboratories; many scientists have embarked on the extremely ambitious goal of decoding the proteome – that is, understanding the functions and inter-actions of the totality of proteins of an organism – a goal that is formidably more complex than that of the Human Genome Project. 

     This paper describes initial stages of an effort towards scaling 
[image: image1.wmf]up of the above referred computer simulation methods to match the developments on the experi-mental side. If progress in experimental molecular biology has been formidable so have also been the developments in computer technology and networks and an ambitious scale-up in the size and complexity of the systems simulated seems justified.

2. Brief description of the methods

2.1 Generation of molecular structures

     Three-dimensional structures of molecules are specified using an input of internal coordinates. To be more specific, any molecule is considered as a tree-like topology. Atomic positions are prescribed sequentially, starting from the root and proceeding upwards and outwards toward the extreme ends (branch tips). The location of each atom, j, in 3-D space is defined by prescribing a bond length, a bond angle, and a dihedral angle. These parameters are defined using the three predecessor atoms, j’, j’’, and j’’’, in the route from j to the root atom. The bond length is the distance j – j’. Bond angle, the nonreflex angle j – j’ – j’’ and the dihedral angle, the angle between the planes, j’’’ – j’’ – j’ and j’’ – j’ – j.   The data structure of a molecule in this representation thus consists of a sequence of atom prescriptions defined by a nametag, (name tag of) a neighbor to which it is attached, a bond length, a bond angle and a dihedral angle. Additionally each atom is qualified by providing a type (as included in a standard atom type database) and a group (e.g., all atoms belonging to a molecule in an assembly of molecules). An essential condition is that a neighbor to which an atom is attached must have been defined as an atom in the list of atoms preceding it. Bradford Thompson [10] has described in a classical paper how the Cartesian coordinates of all atoms with reference to a common base coordinate system can be obtained from this type of a molecular data structure. Similarly the first and second derivatives of the coordinates of any atom with respect to any of the internal parameters can also be obtained elegantly. The internal coordinate representation of molecules is inherently appealing as it correlates with its natural modes of internal motion. Further, using this formalism one can quickly construct a reliable model of any molecule without having to look for atomic coordinates in the literature, or databases like the Protein Database. In cases where the actual atomic coordinates are known either partially or totally (from x-ray structure determination, nmr, etc.) the model built can be easily made to conform to the known structure. Molecules containing cyclic structures are subjected to certain constraints and the open tree-like topology leads to ambiguity in the placement of some of the atoms. Techniques are available for handling this problem while generating static models [11] and while simulating dynamics.

     While the procedure described above enables one to generate atomic coordinates in a molecule ab-initio, several utilities are available for scaling up and moving on to polymers, a (nonbonded) collection of diverse molecules, and so on. For example a three dimensional model of a protein molecule can be generated using a small utility which uses as input data just the sequence of the one letter codes representing the aminoacid residue sequence of the protein and the sequence of , , and angles. Another utility enables attaching one molecule to another.

2.2 Calculation of nonbonded inter-action energy

Once a molecular system has been put together, the total nonbonded interaction energy in it can be calculated using the perturbation theoretic formulas derived by Pullman and coworkers [4] and Rein and coworkers [5-7]. A separated approach is adopted and the various components of the energy are:

Erep  - the van der Waals repulsive energy,

Ees  - the electrostatic energy
Espol – the Sigma polarization energy,

Esdis – the Sigma dispersion energy,
Eppol – the Pi polarization energy,
Epdis – the Pi dispersion energy, and
Espdis – the Sigma – Pi dispersion energy

2.3 Simulation of thermal motions

     Any molecular system generated as described earlier can be allowed to tumble and move and readjust the configurations and conformations of its internal components mimicking the thermal motions in the real systems. This is done using the Monte Carlo method.  Any number of internal parameters – especially dihedral angles corresponding to rotations around single bonds and the six parameters that correspond to total body rotations and translations of disjoint molecules – can be specified as variable. These are varied by small amounts one after the other and cyclically. The total energy is calculated after each parameter change. The parameter change is made permanent or reversed based on whether the resulting change in energy is statistically acceptable in relation to the ambient thermal energy. In addition to the components of energy listed in the previous paragraph, two others are available and are of the nature of penalty functions. One of these is an enclosure energy, which will add a steep positive energy term if any part of the molecular system crosses the boundaries of a prescribed enclosure. The effect of this term is to ensure that the molecular system will be contained within a simulated enclosure. The second set of penalty terms are called constraint energies and correspond to certain bonded enery components that ensure the maintenance of constraints like ring closure in cyclic structures, etc.

2.4 Test application on a single machine

     The molecular modeling and simulation method described in the above paragraphs has been implemented as a JavaTM application.  Calculations are underway to subject models of the proteins identified in the ribosome 30S-unit [12] to find their preferred association arrangements under the influence of nonbonded interactions. The software package is enabled to read Protein Data Bank (PDB) entries and automatically create an equivalent ‘molecule’ file as per the internal coordinates specification described earlier. Several optional approaches are available. In one case the molecule created includes exactly the atoms with ATOM entries specified in the PDB entry. Often PDB entries do not contain coordinates of hydrogen atoms. In the second approach, we generate the main peptide chain atoms from the PDB entry, but add the residues from a library collection. The torsion angles, , are however adjusted to correspond to the PDB data. In this, the preferred method, as of now, all the hydrogen atoms are also included. A third approach is also being investigated as a possible best approach for the future. Here, only the residue name and the  andangles along the chain are calculated from the PDB entry. The entire protein is then constructed using the modeling method described here and the structure refined using the Monte Carlo simulation module. As of this writing we find that model generation, visualization, and energy based dynamics are all feasible on a single computer (P4 – 1.7 GHz.) for a single or a small collection of proteins. Results obtained for the pairwise preferred arrangement among ribosomal 30S proteins will be presented at the time of the conference and will serve as a bench mark to evaluate the suitability of the method in prtoteomics research.

2.5 Target applications and distributed computing implementation

The complete genetic informations of several species, including the human, are now available, with the completion of the various genome projects. However, virtually simultaneous with this big achievement we are confounded with a new formidable problem. It appears that most cellular processes are carried out by multi-protein complexes, exemplified by such organelles as the ribosome, the synaptosome and the nuclear pore complex. The multi-protein complexes appear to be specific associations rather than random aggregates. Recent research indicates that some of the protein collections are so well conserved that they have remained invariant in species as far separated as the yeast and the human [13]. Novel experimental techniques are being developed [13] to study the clustering patterns of proteins and their possible correlation to function.

     We consider the molecular modeling method described in this report holds promise as a theoretical approach to study these protein associations, if it can be deployed as a large scale distributed and collaborative application. 

     Interfaces and Introspection mechanisms are being added to enable scientists interested in specific problems to publish their molecular systems of interest and the history of their simulations in a common request brokerage architecture and for others to query the library of all such progressing studies and to join any of interest to them. As an initial and simple parallel deployment, we are exploring an architecture outlined below.

     The Monte Carlo method described above generates a couple of ‘History’ files as the simulation progresses. Each record of one history file contains the values of the specified variable parameters (internal coordinates) at the end of each cycle. The other history file contains records of changes in the ambient temperature, the list of parameters selected as variable and the maximum allowed ranges for the parameter changes. A supervisory module (Analyze) of the software will maintain these history files in a designated ‘central’ machine (server) of a LAN with 32 nodes. The simulation software will be installed on all the machines, with a small modification that all of them will receive the molecular system to study from the server and return to it the results (history record). The ‘Analyze‘ module on the server will monitor the results and work out strategies to cover the large multi-dimensional configuration space by deploying different local regions to the individual machines and narrowing down as the simulation progresses, to concentrate on interesting shallow regions of the energy space. 
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