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Abstract

In this paper we  present a comprehensive computational method to derive reasonable three dimensional structures of proteins  from genomic sequence data.  The aminoacid residue sequence of the protein derived from a gene is first obtained by straight forward application of  the codon – aminoacid mapping or using one of the automated servers that provide such a service. A starting 3D model of the protein is generated by proceeding residue by residue, using standard geometry for the planar peptide region  and selecting , and angles at each  carbon atom according to the well-known distribution of the Ramachandran plot for each residue. Within the permitted region a position is chosen randomly. From this starting 3D geometry, the final structure is in principle obtained by a refinement procedure adopting the simulated annealing approach. Sophisticated potential functions including valence electronic polarizabilities are used, but, some of the energy components can be selectively turned off for computational efficiency, if found to be not influencing the protein fold significantly. Our protein modeler provides scope for various strategies to correctly fold a protein to be tried out and evaluated, for example, constraining to a compact shape by enclosing in a simulated rigid, spherical enclosure, or threading small segments over homologous entries in the PDB. 

1. Introduction

One of the major challenges facing computational biologists is the prediction of the correct three dimensional structure of a protein given its primary structure. This is not a new problem and has been addressed continually over the last 30 years or so. However this goal has assumed a much larger significance in recent years. Primary among the reasons for this renewed interest is the complete decoding of the human genome. Relatively straight-forward methods exist for generating the primary sequence of a protein from the base sequence of the gene that produces it. It is also relatively easy to synthesize the protein. To understand the mechanism of action of a protein, however, one needs to know its three dimensional structure. Although the number of proteins whose structures are determined by the traditional single crystal x-ray diffraction method also increases at a phenomenal rate year after year, it is clear that the demand cannot be met. Theoretical structure prediction methods steered by ever-increasing computer power offer a hope to fill this demand – supply gap. In fact, methods like MD simulation have already gained considerable acceptance in the refinement of preliminary structures determined by x-ray and nmr methods. In this article we describe a software package we have developed for the comprehensive modeling of proteins. Reasonable performance is obtained even on a contemporary stand-alone PC (1.7 GHz Intel Pentium 4 processor, 256 MB RAM and 40 GB secondary storage). The software lends itself to scaling up to tackle the macro-molecular systems more thoroughly by being configurable to run on a cluster of computers in a LAN or, deployed on a large number of systems spread over the Internet. The protein modeler we describe represents a step in the evolution of a general molecular modeling effort we have pursued over a number of years [1-5].

2. Methods

2.1 Generation of protein 3D structures

     Three-dimensional structures of proteins are generated in a manner mimicking the synthesis of proteins in the living cell. The Synthase Simulase module takes the aminoacids of a protein, as per specified sequence (from the N-terminal to the C-terminal end) and attaaches them one after the other, removing a water molecule at each step of the polymerization process. A database of the 20 aminoacids (three dimensional structures in an internal parameters representation) is maintained for this purpose. Input data for the configuration and initial conformation of the protein to be studied can be input manually, residue by residue, through an interactive interface or provided in sequence specifier files whose structure is described below. Two types of sequence specification are provided for now. In the first method of sequence specification, the residues and their conformations are listed sequentially in a file with the extension .seq appended to the name of the protein. One record is used for each residue and contains first the three letter aminoacid code, followed by the and angles and then the ’sside chain rotamersspecific to the residue A sample listing of a .seq file is shown in Fig.1.

Residue    
ALA       55.625122     39.27971

GLN       55.040337     39.28543     -60.0   180.0     60.0

GLN       54.093906     33.83287     -60.0   180.0     60.0

:           :             :           :       :        :         :       :

:           :             :           :       :        :         :       :

ARG     -107.546420    174.82518     180.0  180.0     180.0     180.0     0.0

GLY       54.913853     32.85239

SER       50.848286     30.05112      60.0

Fig.1.  Compact specification of a protein tertiary structure by a .seq file

In the second method of sequence specification, the residue sequence (primary structure) is simply given using a string of single letter aminoacid codes similar to the query sequence of most sequence databases. The file containing such a configuration sequence is given the extension .seq1. This single letter aminoacid sequence is only a part of the sequence specifier, which is completed by providing a companion file with the extension .conf1. This companion file also contains a sequence of single letter codes and is of exactly the same length as the associated .seq1 However, the codes used in this file represent the ()  angle pair at each residue position, in an abbreviated notation. The sequence in .conf1 is made of the alphabets H, E, and L, corresponding to the helical, extended and loop regions, respectively, of the Ramachandran plot [5] of dipeptide conformation. A typical way to generate a .conf1 file is to submit the sequence in .seq1 to a secondary structure prediction server, like, PROF[6]. A sample listing of .seq1 and .conf1  is given in Fig.2.

AQQNILSVHILNQQTGKPAADVTVTLEKKADNGWLQLNTAKTDKDGRIKALWPEQTATTGDYR   .seq1

LLLLLEEEEEELLLLLLLLLLEEEEEEEELLLLLEEELLLLLLLLLLLLLLLLLLHLLLLEEE   .conf1

Fig.2.  Compact specification of a protein tertiary structure using  .seq1 and .conf1 files

The manual method of sequence input provides a convenient user interface where the aminoacid at each position can be chosen from a dropdown list and the conformation picked by clicking the mouse on a Ramachandran plot template as used in the popular protein coformation check (Procheck) software[7,8]. Further, the energy of interaction of the newly appended aminoacid with the rest of the molecule can be monitored and the choice of location in the conformation space, or the sidechain rotamer conformations changed if necessary.

After reading the input configuration and conformation of a protein to be studied, the program produces a file with a .mol extension. The .mol file is a standard internal parameters representation of molecules in the general  molecular (not restricted to proteins) modeling package developed by the authors. In the case of specification of conformations by the one letter abbreviated codes of H, E, and L, the system choses a value at random in the corresponding region of the Ramachandran plot.

Thompson [9] has described in a classical paper how the Cartesian coordinates of all atoms with reference to a common base coordinate system can be obtained from our type of a molecular data structure (.mol file). Similarly the first and second derivatives of the coordinates of any atom with respect to any of the internal parameters can also be obtained elegantly. The internal coordinate representation of molecules is inherently appealing as it correlates with its natural modes of internal motion. Further, using this formalism one can quickly construct a reliable model of any molecule without having to look for atomic coordinates in the literature, or databases like the Protein Database. In cases where the actual atomic coordinates are known either partially or totally (from x-ray structure determination, nmr, etc.) the model built can be easily made to conform to the known structure. For instance, a module is provided to generate a .seq file and using it a .mol file from a PDB entry. 
2.2 Calculation of nonbonded interaction energy

Once an initial 3D model  of a protein has been put together, the total nonbonded interaction energy can be calculated using a set of perturbation theoretic formulas derived by Pullman and coworkers [10] and Rein and coworkers [11-13]. A separated approach is adopted and the various components of the energy are:

Erep   -- van der Waals repulsive energy,

Ees     -- electrostatic energy
Espol  – Sigma polarization energy,

Eppol  – Pi polarization energy,
Esdis   – Sigma dispersion energy,
Epdis   – Pi dispersion energy, and
Espdis – Sigma – Pi dispersion energy

Detailed formulas used for the evaluation of the first four of the above energy components are given in the Appendix. Formulas for the last three components are not reproduced here as they have not been included in the protein simulation applications as of now. However, the software includes all components. Complete details and derivations are available in published literature [1-4,10-13]

2.3 Simulation of thermal motions

     The protein molecule generated as described earlier can be allowed to tumble and move and readjust the conformations of its internal components mimicking the thermal motions in the real systems. This is done using the Monte Carlo method [14].  Any number of internal parameters – especially dihedral angles corresponding to rotations around single bonds and the six parameters that correspond to total body rotations and translations of disjoint molecules – can be specified as variable. These are varied by small amounts one after the other and cyclically. The total energy is calculated after each parameter change. The parameter change is made permanent or reversed based on whether the resulting change in energy is statistically acceptable in relation to the ambient thermal energy. In addition to the components of energy listed in the previous paragraph, two others are available and are of the nature of penalty functions. One of these is an enclosure energy, which will add a steep positive energy term if any part of the molecular system crosses the boundaries of a prescribed enclosure. The effect of this term is to ensure that the molecular system will be contained within a simulated enclosure. The second set of penalty terms are called constraint energies and correspond to certain bonded enery components that ensure the maintenance of constraints like ring closure in cyclic structures, etc.

3 Applications in Progress

The software tool described above enables one to explore various strategies to model protein folding. For instance, some recent observations [15,16] suggest that the native 3D fold of a protein is largely determined by the geometrical constraints imposed by chain connectivity, compactness, and the avoidance of steric clashes, etc. We are currently testing this proposition by allowing a test protein to relax and assume low energy conformations within a circular enclosure. The enclosure size will be gradually reduced to nudge the protein to a compact shape. If the above conjecture is correct this may lead to a method to predict the 3D structure of proteins from genome sequences.

Similarly, the provision to introduce constraints (bond length and bond angle distortion energies) can be used to thread segments of the protein along known anchor positions, say, homologous segments from the PDB.

The software is also being used to gain understanding about the mechanism of action of several proteins connected with cancer, e.g., products of BRCA1 and BRCA2 genes and the estrogen receptor proteins. Results will be presented at the meeting.

3. Appendix

The formulae used for the evaluation of the various components of nonbonded interaction energy are given below after explaining the symbols and conventions used.

The total number of atoms in the protein is denoted by   a. the number of bonds by b, and the number of  -regions by c. The subscripts i and j will be used to represent atoms, p and q, bonds, and m and n, -regions. The number of atoms in the m th -region would be represented by am. Greek subscripts, andwill be used to designate orbitals and energy levels. The number of the highest occupied molecular orbital in the mth -region will be written m* . Orbital energies would be denoted by  and ionization potentials by I. The set of atoms that are either first or second neighbors of atom i will be grouped together as set Ni . The  am atoms of the m th -region will be referred to as belonging to set Pm . If bond b connects atoms i and j then the set Sp will represent the first and second neighbors of i and j. In set theory notation,  Sp = Ni U Nj. The net charge at any atom i would be represented by Qi and the electron transition charges corresponding to the transition from  to by (,). The vector  p  will be used to represent a unit vector parallel to the bond p; its direction being immaterial as will be apparent from the formulae where it appears. Symbol R will be used to denote the distance between two points specified by its subscripts, which could be atom or bond symbols. The point referred to by a bond symbol subscript is the midpoint of the bond. A unit vector parallel to any R would be represented by r with the same subscripts. Transverse and longitudinal polarizabilities of a  bond would be denoted by pT and pL, respectively. Constant B in the repulsive energy expression is the Buckingham constant.

In the formulae below, static charges and transition charges are assumed to be given in units of electronic charge (e = 4.8 X 10-10 e.s.u.), distances in A, polarizability in A3, and excitation energies and ionization potentials in electron volts. With this convention regarding the units of various quantities, the energy expressions are to be multiplied by appropriate numerical factors to obtain all values in kcal/mole. These numerical factors can be written in terms of three factors, C1 = 27.2097, for converting atomic units of energy to electron volts, C2 = 23.0693 for converting electron volts to kcal/mole, and the Bohr radius, a0 = 0.5293.
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